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Retrieval-based LMs and Applications (AcL2023 Tutorial)
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ACL 2023 Tutorial:
Retrieval-based Language Models and Applications

~ n

Akari Asail, Sewon Min', ZexuanZhongz, Dangi Chen?

1University of Washington, 2Princeton University

Sunday July 9 14:00 - 17:30 (EDT) @ Metropolitan West
Zoom link available on Underline
For those who have not registered to ACL: we will release video recordings after the tutorial

https://acl2023-retrieval-Im.github.io/
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https://acl2023-retrieval-lm.github.io/

Retrieval-based LMs and Applications (ACL2023 Tutorial)

—— T

Datastore

https://acl2023-retrieval-lm.github.io/
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# of parameters # of tokens
kNN-LM (Khandelwal et al., 2020) 250M <3B
NPM (Min et al., 2023) 350M 1B
Atlas (Izacard et al., 2022) 11B ~30B
RETRO (Borgeaud et al., 2021) 7B ! 2T ]
REPLUG (Shi et al., 2023) <175B ~5B
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Retrieval-augmented: LLM vs. Non-LLM

Retrieval-augmented LMs Retrieval-augmented LLMs
(ACL2023 tutrial) (This talk)
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Table 2: An answer produced by our 175B best-of-64 model to a randomly-chosen question from the
ELIS test set (not cherry-picked). The full text of the references can be found in Appendix J, along
with answers from our human demonstrators and the ELIS dataset. Further samples are available at
https://openaipublic.blob.core.windows.net/webgpt-answer-viewer/index.html.

Question

Why did we decide that certain words were "bad" and shouldn’t be used in social settings?

Answer

We have all been taught that there are certain words that should not be used in public, at least
not without good reason. But why do some words fall into this category while others do not? It
turns out that there is not a single answer to this question, as each word has a different history
and carries different meanings in different cultures and families [2]. However, there are some
general categories that "bad" words tend to fall into. "Bad" words generally relate to parts of life
that we don’t like talking about in public, like bathroom functions, or negative ways of talking
about people’s religion, skin color, ability, or gender [3]. Often, people say bad words when
they are experiencing strong emotions, and those words are linked to our emotions [3].

References
(titles only)

[1, 2, 3] Why Are Some Words ‘Bad’? | Vermont Public Radio (www.vpr.org)
[4] On Words: ‘Bad’ Words and Why We Should Study Them | UVA Today (news.virginia.edu)
[5] The Science of Curse Words: Why The &amp;@$! Do We Swear? (www.babbel.com)

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT
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Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT

Table 1: Actions the model can take. If a model generates any other text, it is considered to be an
invalid action. Invalid actions still count towards the maximum, but are otherwise ignored.

Command Effect

Search <query> Send <query> to the Bing API and display a search results page
Clicked on link <link ID> Follow the link with the given ID to a new page

Find in page: <text> Find the next occurrence of <text> and scroll to it

Quote: <text> If <text> is found in the current page, add it as a reference
Scrolled down <1, 2, 3> Scroll down a number of times

Scrolled up <1, 2, 3> Scroll up a number of times

Top Scroll to the top of the page

Back Go to the previous page

End: Answer End browsing and move to answering phase

End: <Nonsense, Controversial> End browsing and skip answering phase

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT

This is what the app looks like while browsing:

Question answering playground
Why do spicy foods make you sweat?) Question

(s question does not make sense | This question should not be answered ) Flags

Quotes section

(Why Does spicy Food Make You Sweat? inassist.com)) Page title

Navigation bar Quotes &

[ || Why do spicy foods make you sweat? ind in page

fusely. Itis a common phenomenon and almost everyone once in a while faces it. The reason behind sweating
when eating spicy food is due to a chemical called as Capsaicin present in chilies and pepper which causes the
body to send signal to the brain that the body is getting overheated as a result of which sweat comes out. The
Capsaicin present in the spicy food causes certain receptors responsible for sweating to get activated resulting
in sweating. When talking about Capsaicin, as stated it is a primary chemical found in the chilies and pepper
because of which spices and pepper taste the way they do. It also makes the food that much tastier.

[+ Add now quote

[1] Why Do People Sweat When They Eat Spicy Foods? | Livestrong.com
(www.livestrong.com)

According to an Arizona University article entitled "The Capsaicin Receptor; A
Pepper's Pathway to Pain,” capsaicin is a molecule found in chii peppers that causes
the spicy taste. The body also has a capsaicin receptor found on certain nerves that
are heat-sensitive. When activated, these nerves send signals to the spinal cord and
brain to send a perception of heat-related pain. The brain responds by triggering

[image: Why Does Spicy Food Make You Sweat] chemical reactions to cause cooling of the body, such as a sweat response.

## What is the Mechanism Behind Sweating When Eating Spicy Food? Number of quote tokens left: 381

Number of actions left: 16
Coming to the mechanism as to what causes you to sweat when eating spicy food, the answer is that chemical
Capsaicin activates receptions in the skin that normally respond to excess heat or in a hot environment. These
receptors are known as polymodal nociceptors. These receptors only respond to extreme conditions or intense
mechanical stimulation like a burn or a Scroll

bar

Done quoting! Write an answer

Budget section

Page text Reset buttons

( Reset without saving Save and reset ﬂ

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.

5(4) total:47 &2 HuAawE!



WebGPT

This is what the app looks like while answering:

swering playgrou

Why do spicy foods make you sweat?) Question

[ This question does not make sense || This question should not be answered) Flags Quotes
section

Answer section

Quotes

[1] Why Do People Sweat When They Eat Spicy Foods? | Livestrong.com (wwuw.livestrong.com)

According to an Arizona University article entitled "The Capsaicin Receptor; A Peppers Pathway to Pain,"
capsaicin is a molecule found in chili peppers that causes the spicy taste. The body also has a capsaicin
receptor found on certain nerves that are heat-sensitive. When activated, these nerves send signals to the
spinal cord and brain to send a perception of heat-related pain. The brain responds by triggering chemical
reactions to cause cooling of the body, such as a sweat response.

[2] Why Does Spicy Food Make You Sweat? (www.epainassist.com)

Coming to the mechanism as to what causes you to sweat when eating spicy food, the answer is that
chemical Capsaicin activates receptions in the skin that normally respond to excess heat or in a hot
environment. These receptors are known as polymodal nociceptors. These receptors only respond to
extreme conditions or intense mechanical stimulation like a burn or a cut. The signals sent by the receptors to|
the brain due to the chemical makes the brain think that the body is subjected to extreme heat and thus in .
order to cool down the body the brain acts and perspiration comes out in order to cool down the body.

Lock in answer

Finished browsing

Budget

You clicked "Done quoting". S

Reset buttons

[[ Reset without saving Save and reset ]]

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT

This is what the comparisons website looks like(upper half):
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Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT

This is what the comparisons website looks like(lower half):
Compar ratings. Ratings T

[ J Comments box

Submit button

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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WebGPT
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Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback” , arxiv2112.09332v3.
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(a) WebGPT vs. human demonstrations.

Nakano et al. “WebGPT: Browser-assisted question-answering with human feedback”
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(b) WebGPT vs. ELIS reference answers.
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Perplexity.ai

NeevaAl

YouChat (You.com)

New Bing

Bard

ChatGPT with Web Access
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Perplexity.ai

Ask Anything

® Tellme about

& PopularNow

jameswebb telescope S s
Ll x mh370

elon musk journali > i > de sant

What's going on with - .

B > @elonmusk > elonjet suspension

Perplexity.ai
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@ what does elon musk say about openai chatgpt X °

N PERPLEXITY W Tweet

ChatGPTis a chatbot created by OpenAl, acompany founded by Elon Musk!!. Itis based on the
GPT-2 algorithm!?/. After Musk found out that ing Twitter'
trainitself, he put a stop toit'*]. He has previously called it "scary good"!" and warned that we are

not far from dangerously strong Al'“]

W % Wasthisresultaccurate?

[] cITATIONS

1. ChatGPT: Elon Musk led OpenAl's new chatbot can

https:/ /e i gear/tech/ops atbot-chatgpt

There is anew chatbot in town. Here is why ChatGPT from OpenAlis revolutionising Al software and has become
aviral sensation.

2. Albot ChatGPT st i y
httos: c/04/ hat del h

ng-skills-and-usability

L ded answer
inappropriate requests.

3. Here's What To Know About OpenAl's ChatGPT—What It's .
httos://www forbes. es-wh b hatgpt-w
hat-its-disrupting-and-how-to-use-it

On'Sund: Openl Twitter's database to train ChatGPT, 50
he putanimmediate pause onit

4. Elon Musk's history with OpenAl—the maker of A.I. chatbot ...
https://wwnyahoo.com/now/elon-musk-history-openai-maker-O1100§933 html

This month Musk called OpenAl's ChatGPT "scary good" and warned, “We are not far from dangerously strong
Al
NOAH'S
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YouChat
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YOU The latest nobel prize in physics X |° =

All latest nabel prize in physics nobel prize in physics winners what is the nobel prize in physics nobe )y
@ Chat 1app and 84,900,000 results
@ Images ' The NobelPrize in Physics 2022 - NobelPrize.org

© Videos The Nobel Prize in Physics 2022 was awarded jointly to Alain Aspect, John F. Clauser and Anton Zeilinger "for
experiments with entangled photons, establishing the violation of Bell inequalities and pioneering quantum.
B News
- Maps H- The Nobel Prize in Physics
Work nobelprize.org > prizes > physics
24 Worl .
Physics was the prize area which Alfred Nobel mentioned first in his will from 1895. At the end of the nineteenth
For Me century, many people considered physics as the foremost of the sciences, and perhaps Nobel saw it this way as...
7/ Write
Quick Facts
>_ Code o s
@ Imagine @ Ntps://www.quantamagazine org/pioneering-quant.
= study Quantum entanglement - Wikipedia
Aain Aspect, John Clauser and Anton Zeilinger have won the 2022 Nobel Prize in
2 Social Physics for groundbreaking experiments with entangled particles. From left: John
Clauser, Anton Zellinger and Alain Aspect.
@ shop
Add H- The Nobel Prize in Physics 2021 - NobelPrize.org

nobelprize.org > prizes > physics

" ~
[ Login )
o S
J YouChat &GP e

The latest nobel prize in physics

The latest Nobel Prize in Physics was awarded in
2022 to Alain Aspect, John F. Clauser and Anton
Zeilinger "for experiments with entangled photons
{7, establishing the violation of Bell inequalities and
‘pioneering quantum information science”.

1. The Nobel Prize in Physics 2022 - NobelPrize.org
s/ www.

what are entangled photons?

Entangled photons are two photons that are
«connected in a way that any change to one will
cause a change in the other, regardless of the
distance between them. This phenamenon is known
as quantum entanglement

<

‘This praduct is in beta and its accuracy may be limited
You,com is not liable for content generated,
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Google Bard

(=] Which is the second highest mountain in the world? V4

View otherdrafts v )

The second highest mountain in the world is K2. It is located in the Karakoram Range, on the border between Pakistan and China. K2 is 8,611 meters
(28,251 feet) tall, and is considered one of the most challenging mountains to climb.

The name "K2" comes from the Great Trigonometrical Survey of British India, which used the lettes " to designate mountains in the Karakoram Range.
The mountain was originally named "Mount Godwin-Austen" after Henry Godwin-Austen, a British surveyor who explored the Karakoram Range in the
1850s. However, the name “K2" eventually became more popular, and is now the more commonly used name for the mountain.

K2 is a very difficult mountain to climb, and has a high fatality rate. Only about 40% of climbers who attempt to summit K2 are successful. The mountain
is known for its steep slopes, unpredictable weather, and avalanches.

The first successful ascent of K2 was made in 1954 by a team of Italian climbers led by Achille Compagnoni and Lino Lacedelli. Since then, there have
been over 3,000 attempts to summit K2, and over 800 climbers have died on the mountain.

7 g = < G Googleit H

@ [ Enteraprompt here

Bard may display inaccurate or offensive information that doesn't represent Google's views. Bard Privacy Notice
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0 was the better baseball player? Ted key Henderson

/' Searching for: Ted Williams vs Rickey Henderson

v~ Generating answers for you...

That's a tough question, as Ted Williams and Rickey Henderson were very different types of players.
Williams was one of the best hitters ever, with a career batting average of.344 and 521 home runs * .
Henderson was the best basestealer and leadoff hitter ever, with a record 1,406 stolen bases and 2,295
runs scored 2 . Both players won multiple awards and honors, and are in the Hall of Fame .

‘Some might argue that Williams was the better player because of his superior hitting skills and power,
while others might favor Henderson for his speed, defense, and ability to get on base. It depends on
what you value more in a baseball player. One way to compare them is to look at their career Wins
Above Replacement (WAR), which measures how many more wins a player contributed to his team than
areplacement-level player. According to Baseball-Reference.com, Williams had a career WAR of 123.1,
while Henderson had a career WAR of 111.2. This suggests that Williams was slightly more valuable
than Henderson over their careers, but not by much.

Of course, WAR is not a perfect measure, and there are other factors to consider, such as era,
competition, and postseason performance. Ultimately, there is no definitive answer to who was the
better player, as both Williams and Henderson were among the greatest left fielders and players of all
time.

Leammore: 1. mibcomparisons.com  2.mib.com 3. basebalkfevercom 4. mibcom 5. quora.com

ho is the best left fielder ever’

+/ Searching for: best left fielder ever

Ask me anything




& R INIR R 5 ZERY AT IE M VS

Fluency (1) Perceived Utility (1)

Average Over Average Over
> AT T I B R0 AR RS All Queries All Queries
£. Bing Chat, NeevaAl, perplexity.ai, Bing Chat 4.40 Bing Chat 4.34
YouChat NeevaAl 4.43 NeevaAl 4.48
perplexity.ai 4.51 perplexity.ai 4.56
> AT ANLEZER, Hift—FHF 457 YouChat 4.59 YouChat 4.62
BRI E R RS SR M T B Average 4.48 Average 4.50

> fl;;)\( T35 l Ba @ﬁ*u 3 | H *%’EE"]TEF'M\?E Citation Recall (%; 1) Citation Precision (%; 1)
¥R ’ uﬁilﬁb%ﬂiéﬁﬁEﬁ% SIFB RS Average Over Average Over
> BTN FERNE SRR, T All Queries All Queris
ARIENERMEES Bing Chat 58.7 Bing Chat 89.5
. o T B NeevaAl 67.6 NeevaAl 72.0
> ZIM2: FTERMSIRERERENE perplexity.ai 68.7 perplexity.ai 72.1
[BIREA S YouChat 11.1 YouChat 63.6
Average 51.5 Average 74.5

Liu, et al., Evaluating Verifiability in Generative Search Engines, arxiv2304.09848
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Gao, et al. “Enabling Large Language Models to Generate Text with Citations.” arXiv2305.14627.
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Questi
@\ ‘ When did the US break away from England?

Model output

The US took the first step towards gaining independence from

GB when it declared independence on July 2, 1776 (although the
LLM | event is now commemorated on July 4, 1776, the date when the

e Declaration of Independence was officially adopted by Congress)
2 [1][2]. The Treaty of Paris was later signed on September 3, 1783,
g formally separating the United States from the British Empire [3].

L [[D [210 [3] American Revolu-

& |theAmericas: ...in- | |Itwasofficially adop- | |tion: ... The Treaty of
Corpus |dependence from GB | | ted by Congress on Paris was signed

September 3, 1783 ...

July4,1776 ...

on July2,1776 ...

Figure 1: The task setup of ALCE. Given a question,
the system generates text while providing citing pas-
sages from a large retrieval corpus. Each statement may
contain multiple citations (e.g., [11[2]).
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h . Answer
M» Closed-book answering '—» R

Answer composition

Logical reasoning

Search decision making

Dialogue history [W w/ search
World real-time state

Web/local doc browsing

Web browsing
Pages/
Quote extraction Quotes
Quote re-ranking

Answer

Web k led Domain k

Web pages
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¥, REETEE, TADEXEE, BVSIRESSIEXESE.

THHHMAES: techsinacn  zhihucom  postsmzdmcom  huanlanzhihucom  zhihucom

17 total:47 S HuawEl FN3RT R



O

18 total:47

[B] &< E o) /L

TinyBERTHIDistil BERTETAKE]

v [EDRFEEIER: google SearchfEFPEL], search query: tinybertHldistillbertfJX 5l tinybert Sdisti
v IEERECEREE ..

HARRR
TinyBERTH DistilBERTERE BERTHIEEIGIRA, BELATXEE:

+ TinyBERTE—HEZSRRE, SR N2KNEREREEN] 3] (5].

« Distill BERTE—FHEEFRIRIRGE, $— M EARISE QN BERT)RAIRRIEEI— 1S/ ORI TinyBERT)H4] .

+ TinyBERT{=42% FHE DistlBERTEARY, SERIT EEE BERTAI96% 52/\7 562, JEEZEER0 44203].
« TinyBERTRHEBEAIZ AR IER8EI T BEIES, (BESHIALL DisalBERT28%A1] 3] [5] .

THIHMES: coblogscom  Zhwanlanzhihy com

coblogscom  blogosdnpet  cublogscom

S HuAWEl NSRS



FE: [o]ZFACRY B)RR

M—BFRFEPREIHTY, ENSi

t chinese chars(

chinese ch M T u9fa5]’, code)

print("H1 ¥

X re findall FFFNENIFATUE \\u4e00-\\uofas FRIEIAFSIFH, FHIREERIRE,

TERHMES: encent com encent com d tencent ayandmore g ) ud tencent com

19 total:47 &2 HUAWEI
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Tool Learning with Foundation Models

Tool Learning with Foundation Models

Yujia Qin', Shengding Hu', Yankai Lin?*, Weize Chen', Ning Ding', Ganqu Cui!,
Zheni Zeng', Xuanhe Zhou', Yufei Huang', Chaojun Xiao', Chi Han?, Yi Ren Fung?,
Yusheng Su', Huadong Wang', Cheng Qian', Runchu Tian', Kunlun Zhu®, Shihao Liang®,
Xingyu Shen', Bokai Xu', Zhen Zhang', Yining Ye', Bowen Li', Ziwei Tang®, Jing Yi',
Yuzhang Zhu', Zhenning Dai', Lan Yan', Xin Cong!, Yaxi Lu', Weilin Zhao',
Yuxiang Huang', Junxi Yan', Xu Han', Xian Sun’, Dahai Li’, Jason Phang®,
Cheng Yang®, Tongshuang Wu®, Heng Ji*, Guoliang Li', Zhiyuan Liu'*, Maosong Sun'*

!Tsinghua University, 2Renmin University of China, 3University of Illinois Urbana-Champaign,
4New York University, °Beijing University of Posts and Telecommunications,
SCarnegie Mellon University, “Zhihu Inc., ®ModelBest Inc.
qyj20@mails.tsinghua.edu.cn

Qin, et al. “Tool Learning with Foundation Models.” arXiv2304.08354.

20 (1) total:47 2 HuawEl N



Tool Learning with Foundation Models

@ Search

Please recommend i google.com
some books on
o

personal finance

and. investing.

D =
FOUNDATION @
@ Plan

+Cuok/;1g Robot %/ Slice the banana.

Please make a
banana yogurt
for me.

@ Use diffusion model

2/ Blend the banana
%
S
3
Z,
S
&

Please draw a

Prompt ((Eiffel Tower, Watercolor

watercolor style

Eiffel Tower
painting.

Stable
Diffusion

slices with yogurt.
Qin, et al. “Tool Learning with Foundation Models.”

20 (2) total:47

@ Reply

| would recommend:
1. The good Investor
2. Simple Wealth

3 ..

@ Execute
29

@ Reply
Here is a watercolor
Eiffel Tower painting
generated by diffusion
model.

arXiv2304.08354.

A NOAH'S

S HuawEl GRS R



Tool Learning with Foundation Models

(a) Physical Interaction-based Tools

Physical Tools

=

1
= E Real world

Observation |

\ :

Physical world to
virtual world
1

(b) GUI-based Tools

Graphical User Interface (GUI)

Observation

B &

Photoshop

‘Web

Tools

] Office
EETE

(¢) Program-based Tools

Programming Interface

</>|

Qm’m‘
ﬁmm

Developer Observation  goftwares/SDK

27 GitHub
S e gﬂ Copilot

‘e
Knowledge Graph Database

Visual operation to
programming operation
'

Qin, et al. “Tool Learning with Foundation Models.” arXiv2304.08354.

20 (3) total:47
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SR T EE R Ry BE I/

> £ ETES (ICL) s S E5RT:
> B EMEME (SFT) SLIIMNBTREFAA (ZUChatGPT Code Interpreter)
> EETXFS (ICL) gghie, BEYE (CoT) #EHTEESEAT:
> EE ETXES (ICL) SIEH AR (REREEAMHEE, THFESFT) (HEH
=, Z{UChatGPT Plug-ins)

> 7ERYEHE (CoT) BESEIRAT:

> BB (CoT) HITIESHHR, SIUMITEMMRIFNE, USERERT
% (AgentfezX, ZE{BLAutoGPT)

21 total:47 S%HUAWEI jﬁ%gﬁ'f_/%g



B BEEMIAE (SFT) J#FAIE (Code Interpreter)

> BidHEIES (Instruction) #iE, iHRBFLSFERTE
> FEEBARNSHIRIEE R EE
> AT REAIEE B SFTRAREEE F
> BAIT(E.
» LAMDA (Google): BEATLIREFLERITER. BIFREMWebEHRE=1
> gh%tGPT Code Interpreter: Fl BA1E S B4 s Python{X 531 I Python5| £
PATERHE RS

22 total:47 S HuawEl G50



ToolFormer: —f T E AR KISFTHIEE K 57X

> TRIARKSFTRERAEATIREMIIGELE

> XRNERY T —MIRFASFTRIENERTE

> FIAEEXIBSEREN ETXES
(In-Context-Learning) g4, SRS HIE, B
FiIESI—MESEEER T EARE
> FNAPIER D E#H5
> JEEFNAPIRLCERSE), BEHAE—ITAK
HE, £R—APLERIIES KR
> KWEAPIERREHZER, WRIREIZRM
TAKBHAEYE, MBTERIESHIE,
EMEF
> Mt AURESBRAXENESEIE, BT
NEFBI—MBESEREH T ENEED
> DUBEHEIEEE DA, iEiT{E A Toolformeriyis 2y
EHTEOE, 16.7BHIGPT-JAIERE TEATFE
B9175BAIGPT-3,

The New England Journal of Medicine is a registered
trademark of [QA("Who is the publisher of The New
England Journal of Medicine?") — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
0.29] 29%) passed the test.

The name derives from "la tortuga’, the Spanish word for
[MT("tortuga) - turtle] turtie.

The Brown Act s California’s law

that requires legislative bodies, ke
city councils, to hold their meetings open to the public.

LMDataset —»

1
Sample AP Calls

2
Execute AP Calls

1} = Steel City

1= United States

Your task is to add calls to a Question Answering API to a
piece of text. The st elf

o requir
AP by witing ‘1QA(questio

question you want to ask. Here are some examples of APl
calls

Input: Joe Biden was bon in Scranton, Pennsyivania.

Output: Joe Biden was born in [QA(Where was Joe
Biden born?")] Scranton, [QA("In which state is
Scranton??)] Pennsyivania

Input: Coca-Cola, or Coke, is a carbonated soft drink
manufactured by the Coca-Cola Company.

Output: Coca-Cola, or [QA(What other name is
Coca-Cola known by?")] Coke, is a carbonated soft drink
manufactured by [QACWho manufactures Coca-Cola?)]
the Coca-Cola Company.

Input: X
Output:

LM Dataset

T withAPI Calls

3
Filter AP Calls

Schick, et al. “Toolformer: Language Models Can Teach Themselves to Use Tools.” arXiv2302.04761.

23 total:47
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B E T3 (CL) AIE (Plug-ins)

> TEIRHEIRE T A4EA (Description) iLtEEIEAR
> THRIAAMIAEA (Description) FAFEMER (Query) HFEHEMIER
(Prompt) X4AHRE
> #ﬁﬁ:?ﬁzﬂglﬂ?mﬁ: (Description), WRiEFAAZEIFIEF (Query) ERHENKHTE
BB 44 (Function Call)
> FRTEMEENEEIMNEEGE (Plut-ins) AR (MARRE&AR) 1HEREER
> BRI T{E:
» ChatGPT Plug-ins
» TaskMatrix.Al

24 total:47 S HuawEl G50



TaskMatrix.Al

API Platform & Q
(2 large collection of APls % ¢ v’) Q
with a unified API Textual Visual Audio Music  Cimera
APls APl AP APIs APl

documentation schema) m Um E; E gﬁ

Figue  Location

APIs APIs APl APis APIs
(multimodal)
". conversational o solution outline
context (text)
® user Mulllmuldal action sequence task completion
- it Conversational (code) output
instruction Foundation Model o ’

RL from Human
Feedback (RLHF)

|

Example Applications:

e

Al for Robotics Al for Office Automation Al of Things (AloT) Al Copilots

Liang, et al. “TaskMatrix.Al: Completing Tasks by Connecting Foundation Models
with Millions of APIs.” arXiv, March 28, 2023. http://arxiv.org/abs/2303.16434.

25 total: 47 S HuawEl TYRRLT Re



1B B 5% (CoT) AR TR RE Zeiol@i (Agent, AutoGPT)

> ARACLAFEABNITRMENIIRET, BHB%ERE (CoT) #IMARS
ML EBARE Z0)
> EEMX (Planning): REEE BEMES ROE BRSNS E, ERAFE
IR E MR BRE R 7 RS TR . i
> BT (Single Step): REMRXIAATATERENTR, LURRIR B Z4i0]RE
BNPRERRE, REALUBEEMGZNEZSBRITREER:
> IRIERE, MBEHRITTI—HH (Going Forward)
> MRAEM, WEHERS—FHS, BRBUTHAISE (Retry)
> MRAFIEH, MEHFLBEEERSEEMSTATLUNT, BARPE L—L8, =H
FXIEK1Z2. (Backtracking, Replanning)
> AT
> WebShop: BiIiRAFIFS1HEIZANMuETERETA
» LangChain & AutoGPT

26 total: 47 M HuawEl FN3RTRs



WebShop

» WebShop#iE = groundedi2 it T JLANHkER, @?ﬁﬁﬁﬂ’]ﬁﬁa S, EFRRE
6, BB IEM T EAER AR, URHITRIGIRER

> B{E—IMNAES, EE—ITREX, KEE %ﬁr%ﬂ%&%nﬁ,#k
HARIITEHIRIKE]. EFIFIEELE &,

> & T BT 1600 M AKSER, HIERABNEES . BEFEIMMIIGHEGFNIE
SRR E R IB I TN FNITAE .

> ERBEE T ESRINE29%, XL ETRNAIE LN 575(9.6%)ELF, B
KT ALERKI(59%).

> ECREA, 7EWebShop LiIZkEIKXIEEamazon.comflebay.com R HR4F
FEIVME B BESKIME I EE )1, FRAAWebShop7E FF & AT LASE FRIMI ST X IR
HFEEBEBENE.

Yao, et al. “WebShop: Towards Scalable Real-World Web Interaction with Grounded Language Agents.”
arXiv2207.01206.

27 (1) total:47 S Huawer RRRTRe



WebShop

WebShop  seazeh |
Instruction: st
i'm looking for a small portable folding desk that is

T
i Ltem-detail

Hoka ks i 017 b taiso

already fully assembled; it should have a khaki
wood finish, and price lower than 140.00 dollars

e (1) I

eae |
fordable lap desk can be
*

(Back 10 sowen

Page 1 (Tota rosuls: 0)

@ results

MENHG Folding Breakfast Tray Table, T
op Notebook Computer
i

Hom Offco Table Workstaion >‘

siomo

Kesp Folang Stucy Desk Bed Breakiast || Color

v e
— § L @
Soring Ty Tale Hcent Home Laptop
¥ BT TG
r o e

E MENHG Folding L?Iop Table Bed Desk item
PC Lap Desk with,Drawer Book Stand

Reading Holder Leg Space Laptop Bed

Trdy Foldable Lafy Table Breakfast

Desk Sofa Small Desk for Small Space

Buy Now @

HTML mode

B rstraction; v Simple mode
I'm looking for a small portable folding desk
that is already fully assembled [...]

[btn] Back to Search [/btn]

Page 1 (Total results: 50) (btn] Next [/btn]

[btn] MENHG Folding Breakfast Tray [...] [/btn]
09.0

1
[btn] KPSP Folding Study Desk Bed [...] [/btn]

 (Instruction): I'm looking for a small portable....

¥ (Description): MENHG Folding Laptop Table Bed...
$109.0

Yopt (Options): { black, khaki, white }

Yt (Attributes): { s

Yprice :

Yao, et al.
arXiv2207.01206.

27 (2) total:47

The WebShop environment.

A: An example task trajectory in HTML mode, where a
user can

(1) search a query in a search page,

(2) click a product item in a results page,

(3) choose a color option in a item page,

(4) check item-detail pages and go back to the item
page, and

(5) finally buy the product to end the episode and
receive a reward r € [0, 1] (§3.2).

B: the results page in simple mode for agent training

~ and evaluation. The blue text indicates clickable actions

and bold text indicates an action selected by the agent.
C: The product notation used in §3 with corresponding
examples from the product in A. The attributes Y att are
hidden from the task performer.

“WebShop: Towards Scalable Real-World Web Interaction with Grounded Language Agents.”

U NOAH'S
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ReAct

>
>

>

ReAct2— M HIEMFMESESHRALARNERER, ATRLESHIBEMRKRES
EE—Pagent SIMEEFUBRRESH—IRILE. EFTEZ:, agent AIREHILE|—/ AR
{Bo, € O, FHIRB—LRRET(a/|c)REFME, EFce, = (01,a1,...,0) RagentI B =
ReActi¥agenttIsfEz B ARIA = AU £, HPLRBSTE. B @bt cL, &
T EMRABEREIBHNE, TEMIMRIFE, BRFSSENERER. Bk, —1NERamE
B RiEIE T Y BT E T REBERERBERANESR, HEHLET e = (o, &) AR EHH
BB

ReActfF RIE S RE BN AN ZE SESEXES HEBHITME, XIESEREEBFHR
TE7SHEIE, DB, P MIAEHMENSRITR GEREIENME), RRTthSHNERIAE (flanges
BRD B, BHIMSEMNKEIE (GHERHEIE) .

ReAct7ZE AN A ERIEE E & AR EERIT T SSIEEM: 9% (HotPotQA) . ESLISIE
(Fever) . TR (ALFWorld) FiRTISA1T (WebShop) .

3 FHotPotQAFNFever, i@idifaIfERI AT IR B4 ETRIAPI, ReActhy ¥ et FEi@MEI1E
ERIER, SRHHEHIE (CoT) Ak, BREME, REMNFGZEZReACtCoTHSE, RIFE
HETE L A2 AR I I EB AR FNSMERIR BRYS 2.

FEALFWorld#1WebShop_t, i#iT—2IA NI, ReActiRRAETIE T A 103~105MESS 2B
SGHRAEGRWE S5, RINENEIHEN BIIRE T 34%H10%.

Yao, et al. “ReAct: Synergizing Reasoning and Acting in Language Models.” arXiv2210.03629.

28 (1) total:47 Y2 HUAWEI YRRk R



(1) Hotspot QA

(1) Comparison of 4 prompting methods,
(a) Standard,

(b) Chain-of-thought(CoT), Reason Only,
(
(

c¢) Act-only, and
d) ReAct (Reason+Act),
solving a HotpotQA question.

(2) Comparison of

(a) Act-only and

(b) ReAct prompting

to solve an AlfWorld game.

In both domains, we omit in-context ex-
amples in the prompt, and only show
task solving trajectories generated by the
: model (Act, Thought) and the environ-
M e ci ment (Obs).

Act 5: Take peppershaker in/on a
Obs 5: Nothing happens. X | | obs 11: ¥ou put pepper shaker 1 in/ ox v

Yao, et al. “ReAct: Synergizing Reasoning and Acting in Language Models.” arXiv2210.03629.

R NOAH'S
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Reflexion

> EFReActi%, BE T —#KR B (Reflexion)iEZR, @idiES RiRKBENLIES
RiIE, ﬁ'ﬁ$m§¥ﬁﬂ§

> Bifskii, RERBUXFEAMESZSRIRESHITRE, REE—ELRC
%E’JV\]T%%/EFEEPQE?FEEE’J& K, LM"F ﬁqliq:'l?;‘—rﬁﬁﬂ']/j&ﬁ

> ReflexionFZHBH X BIEZE B L MRHHEE. EXNIREH, RES
EARMRHAZSHIEERER, Mﬁ'ﬁﬁﬁﬁ;ﬁ’iﬁ%Eﬁﬁﬂ%ﬁ'lﬁﬂ’ﬂﬁ&kﬁ%

> ReflexionX AMRE, FILUREREMAIRBEEUESHIREMRE, RFEK
B— P HIRMIEE. ENREEER &“EP AIAEE BN B RE A F A8
=, ?%%EKT A ARZSZ=IE), FHBEES ERE PN EERT
B

> Reflexion AT LASE AL & B (BUE S B H 3 A) AR (SRR B A ER R I AY) Y
RIZES, AESMES LRBEZNHNFREFIE. WD, ESHE

» ReflexionfEHumanEval%gi3 £ ES2I 7 91%Mpass@ 1 EME, #Bid T 2wl
B RS HAIGPT-4(80%)
Shinn, et al. “Reflexion: Language Agents with Verbal Reinforcement Learning.” arXiv2303.11366.

29 (1) total: 47 Sz Huawel SRR
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Reflexion

(a) Task
(b)
Trajectory

()
Evaluation

ReAct

Reflect

1. Decision making

You are in the middle of a room

[...] Task: clean some pan and put
it in countertop.

{8,,003,,0,,3,,0,,..., 3,,0,}

{

N —
F |

(AL O

o0feo!

2. Programming

3. Reas

Task: You are given a list of two
strings [...] of open '(' or close
')' parentheses only [...]

Task: What profession does John
Lanchester and Alan Dean Foster
have in common?

...

Action:take panl from stoveburnerl
Obs: [...1
Action:clean panl with sinkbasinl
Obs:Nothing happens. [...]

def match parens (lst):

if sl.count (' (') +
s2.count (' (') == sl.count(')') +
s2.count(')'): [...]

Think: [...] novelist,
critic [...] novelist,
screenwriter [...] common is
novelist
Action:

journalist,

“novelist, screenwriter”

Rule/LM Heuristic:
Hallucination.

[

Self-generated unit tests fail:
assert match parens(...)

l

Environment Binary Reward: ]
0

(internal /

(d)
Reflection

(e) Next
Trajectory

Shinn, et al.

29 (2) total:47

[...] tried to pick up the pan in
stoveburner 1 [...) but the pan.
was not in stoveburner 1. [...]

[...] wrong because
of open and

close parentheses is equal [...]
[}

.] failed because I incorrectly |

[...] Action: take pan 1 from
[...] Obs: You put the pan 1 in
countertop 1.

ey ok

Action: “novelist”

“Reflexion: Language Agents with Verbal Reinforcement Learning.” arXiv2303.11366.
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LangChain

» LangChaing—MATHLHIESIE
BUIRENAY N A TEF RIAEZR .
» LangChainEZEfH21EES:
> AU LLM 128 55M R IR T
I
> 25 LLM EEH#ITRE
> LangchainB & AN BRIERKIES
RBRRITERZ—.

LANGCHAIN § @

30 total:47

=
=
Vectorstores 2
o .
’ *. : 4
Seiumiti Lol S R | a7 Prompts
5
7227777
& / | IS
A .
& v o
It 0 Agents
Chains

https://datasciencedojo.com/blog/understanding-langchain/

Y2 HuawEl TN R



AutoGPT

> Auto-GPTR—MFERENAZRF,
EFEFALLM (Z10penAlfyKEE
SREIGPT-4) RKBHNITEZS
BINE, RERERES-

> EAFLLMB XTSI, MEFA
TRIEXRERESIITE.

> Auto-GPTH] A% A AR
XA, EEE@E, WiFES. 2
EXARHRERNFES-

NAUTOGPT  https://autogpt.net/

31 total:47

FPBA

IR
l AutoGPT $i{F B4 goal igi2
BRI 55 BRI i
goall, goal2, goal b 4
3, goald... BB %
TR RIER],
l % task propmt
Auto GPT iR
1T goall. 2 # HERETE #4T prmpt
3 [ i)
Pyl
HITT— A goal
v
FRERRIR
EEIFE goal
TR, SR

AutoGPT iE{TiHiE

https://aitechtogether.com/python/101823.html

YL HUAWEI PSR RG
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Bt A ERMIEASFTXINE T RIEA

> EFEUREMTSFT, 4HSEREmRaY
> IBFFREUESFT, FLTEEAREM
> ZFTEHERESFT, FIENREEF

#M%dE (~1000k)
(. BE. XEF)

TEEIE (~100k)
(022, APIs, excel, EEZE)

AR
ESER

BEIEA TR
BHESEE

RADFF & 3R (~200K)
(RIBAEM. B, BEF

32 total:47
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#id E T3 FEIICLELE M T BEE A

.,
[{"name": "
null, "argument

"arguments”: {, "results"
{"name": "plugins|tum_off_power
' null, "arguments": {"mode": "

AR BEEe AT

BhF: BEE(EA turn_off_power_saving_mode_common AP
<TE>T 218 :plugins|turn_off_power_saving_mode_common |{\“mode\": \"& & \"}</T &>

TH: [output_from_turn_off_power_saving_mode_common]

33 total: 47

FAFATEEXTESIE .

embedding

embedding

23
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ﬁ“% HATAEE
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>z
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1B B4 ECoTSE M TR BE R B sh A FIE &

| Planner I|

Input

Produce Prompt
(Search, generate)

34 total:47

Prompt

(plan including plug

in,
CoT/ToT/GoT,
Standard)

Infer Step
by Step

¥

Result

—

Prompt template library
Or
Prompt generator

| Add to Prompt library I

Verifier

PR A

Step by
Step
Score
Modify Verifier P —
(finial, step by step)
—

Or
l Modify Prompt generator|

23
~
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WEFHEIE

Q: “FSESEETIE

A5, HK1602K,

¥ff&'§é§sf* ‘9$it
ESHELK?

35 (1) total:47

R

LLM

SR— EFRHKREK
ZFHEA KR 81 1608/3={p1:530} K

$R=: SEREF SRR

S EF SHE % =1608 - {p1:530} = {p2:10001 K
BaEg: SEEESHp21000pk
<codedsymbol>

gsf zet results():

Pl=1608/3

p2=1608-p1
retum {p1'p1,'p2p2} o

Execute
Program

| B EEBAKGERE
! AEBHPKE £81608/3=536.0
‘ﬂi SELLFEBEHAE

| éﬁﬁtl’.%ﬂigﬁ'ﬁ“]*ﬁ 1608 - 536.0 = 1072.03%

| REEE: SEREFSBL0720K

(3]

HW—: KEBHKELRK
FEBHKERK1608/3=530%
HW_: HSELEFSEHRE
SELEFEELKE=1608-520=1
BHER: SFELHIFESH 000K

)

&2 HuAawE!
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WEFHEIE

> FELSE:
1. ERCARRILEZ AR, Hh<codedsymbols> tagfl kX BIEMES, X
MagS ik ZG 1 pythonfi#fE 28,
2. AMApythonfERFEFZMITRE, HMITRIN, HEERERE;
3. MRMITHE, FRERERMNBREER;
4. ZRPITHME (FFEH): MRPITHSE, pythontFER1EBLEHKRIREFR
H K, KEIBEE B iR.
> SCIGZESR.
> fnApythonfi#fEss, EHFIES LIRBBETEERHA (35%—86.7%) .

35(2) total:47 2 HuawEl N



BIFHEIR: 0

Q1: (100+(200/5)-99) / 4

AR (100+(200/5)-99)/4
ERPython{UE3EERERE:

SR A10.25
Q2: — M EH#E, ERRFERIENR, SRIEXK, ENFRRZD?

{AEEEE: (1/3)"3.14*32*9
TEAPython{CISEEREES:

get_result():

["pl”: (1/3)%3. 14%3%%249]

SR A84.78

36 (1) total:47
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BIFHEIR: 0

Q3MIE T 20.5K00%, MARARA T10.5K, 1HEERIT %0 EREF?

{FEE=E: (20.5-10.5)*100
EFRAPythonfUiEARERS:

5-10. 5} %100}

HESEH1000
Q4: IMNAFIBTEIORNE, NIB/IEESQR, NIER, NAER, BAHE
20N E, EmfH%, iHE/NAZKAEEEEE LT ?

{AEEEE: 200(10-5)

EAPython{ESEEERE

36 (2) total:47 S HuawEl SO0



BIFHEIR: 0

QS ASEXERNEENT, WRNSEDIHH10kg, PLARTHERBELTIE
KIEMEE, RERBEFREZLTR?

HAREEE: 10°5/(5-3)
EEPythoniIBERESE

HESEH25
Q6: =+ AR FFERRA+ZFT

{HARTES: (20+5)%4/10
ERPython{{iSEERERE:

0+5) %4/10}

36 (3) total:47 S Huawer RRRTRe



RAGALIE

EFahiaSREIEee £ M pandastUIBseRRISIRIE + EpEBfEBImatplotlib/seabornE T EMTEIEDHT

L B EIBEHMAT, SRR .

i
) @

il

37 total:47 S HuawEl G50



RABALIE: A

38 total:47

FirstName _Last Name

Duice
ara
Philip
Kathleen
Nereida
Gaston
Bt
Earlean
Vincenza
Fallon
Arcelia
Frankiyn
Sherron
Warcel
Kina
Shavonne

Abri
Hashimoto
Gent
Hanner
Magwood
Hom
Melgar
Weiand
Winward
Bousia
Ascencio
Zabriskie
Hazeton

Gender
Female.
Female.
Male
Female.
Female.
Male
Female.
Female.
Female.
Female.
Female.
Male
Female.
Male
Female.
Female.

Female.

Country
Uited States
Great Britain
France.
Uited States
Uited States
United States
Great Britain
Uited States
Uited States
Great Britain
Great Britain
France.

Great Britain
Great Britain
Great Britain
France.

France

Age

3

Date
1571072017
16/08/2016
210572015
151072017
16/08/2016
21/05/2015
151072017
16/08/2016
210572015
16/08/2016
210572015
151072017
16/08/2016
210572015
16/08/2016
210572015

1571072017

-4 HEEIG

1258
2573
3256

2587

3259

SREIT

count

o

Age Distribution
sae

pr——

BTE: MBS FRATE
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HhZ&EE: #&#51

39 total:47

2023F1B1HERITESZ VK T?

ENALETEETREIEE,

datetime datetime
ilt

985

today = datetime.today()

02351818/

past_date = datetime(2023,1,1)

2023F1 A1 HEBEEZ197TR

2 HUAWEI



BIRERL: +51

BE—IKIEE LA EXERIE A

g8, BEREESREAEELIENER. 55, [EABSSEE20-SAENBETER,

T8, RESERT HEREE LTIENER, FESHRA\SEREETEN,

OAH'S
RKLAB

40 total:47 Sz Huawer S9N



HAHEPNZRTRER: 51
JCRERYIESE2032A8, KENEER12ARGN, CHUEER6S0ARE/NT,
TV ME? REHIBRTT S DR

EE—TIEE, BIFLELT

KEHEER1 20BN, FUEREANEETE

- S8 BREHAERE,

ROETIELRTIRIEMEFLUEE, FI2032 8 + 650/ e/ =

- BT rEIREHTCRE.

T SBEE: BREETCNLKEBERRIE,

6454,

BRL TEHLkERE 458,

41 total:47 &2 HUAWEI



ETTARRHNBERIEE: &6l

42 total:47

2/(N7+V5)

FiEESis

get_result():

{"p1":2/(NV7+V5)}

RIBHET . ERERA:
*run_python’, line 3
return {"p1™:2/(V7+V5)}
A

SyntaxError: invalid character 'v' (U+221A)
EEER, Mz

get_result():

{"p1": 2/(math.sqrt(7)+math.sqrt(5))}

ITEEER0.41

S HuAWEI



ETITRERIZRIGISNEIE: #45

2023F2H30H2EH/1?

tetime import datetime, timedelta

ult():

ython®, line 15, in get_re

ValueErro

43 total: 47



RRMIRETRIARASES: #51

EMZEIRA 302055 K, RE(ORTFIEMA N, BRLMNEREES?
XE—E ""NB’S@?F'%SUZDEJZH:F%l TEHETERE450 A T4, |5FL,\ IEE IR A7 6%, FiTRILABEL FAT
ap U, H*f”r"IHE VL \‘

1. FERUY 3
AR JEHEE - TENERL 30205 A F% %_ﬂ'- ﬁﬂ@ﬂ]ﬂ#ﬂﬁ*ﬂo

{"x": 4450-3020}

BUEEE, THERREENEE S 4305 A TH. =% FABRTHBISEE,

44 total:47 S HuawEl G50



RRMIRETRIARASES: #51

45 total: 47

[BJRE: 100LARRIEE A RS D?

EEATHFOANE. &% HOEBNEFTLREN. RMSEATINGME, BRTIHSES, & 2. BRlA, 20 30507, 11,1301
7,19, 23, 29, 31, 37 41, 43 47 53, 59 61, 67, 71, 73, 79, 83, 89, 97=mi1001FEEL.

R, RIS E=Emgnoil, X2 MRSnNERE, REssxEmansm.

2+3+45+7+11+13+17+419+23+29+31+37+41+43+47+53459+61+67+71+73+79+83+89+97=

get result():

¢":sum([2,3,5,7,11,13,17,19,23,29,31,37.41

1060,

FREA, Bl 00-NEEE9F0=21060.

2 HuAWEI o)
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B4k Summary

> RESREAZRANIESES, BAEXMRNAS, NAEIGHIRTE. B
ARE, HIBRENE . SHNPIMEL AR EFREG, MASERAMEARIAR
R L B BT 0%

> NETRESHREMERRIIENEERE;

> EERRTIBABFFERER AN EMERALAFO, BESEME
R TCEMRARR, BEEIGREZ B BFMNR;

> MRTXIESEEEATRN=MEHENT7E;

> FERIMRTREAUAKRE R ESERNRMEES, BIERERAN AR S
TREEEAUBR-LEREM, X—METEBRARETIE;

> NMETEAET AR EAXBAEAIE.

46 total: 47 M HuawEl FN3RTRs



Thank you!

IMYFHREAGIA, FIRE,
BMER, WEAYERNEEEHF.
Bring digital to every person, home and organization
for a fully connected, intelligent world.
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operating results, future product portfolio, new
technology, etc. There are a number of factors that
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differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
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